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Abstract—By performing data processing at the network edge, mobile edge computing can effectively overcome the deficiencies of network congestion and long latency in cloud computing systems. To improve edge cloud efficiency with limited communication and computation capacities, we investigate the collaboration between cloud computing and edge computing, where the tasks of mobile devices can be partially processed at the edge node and at the cloud server. First, a joint communication and computation resource allocation problem is formulated to minimize the weighted-sum latency of all mobile devices. Then, the closed-form optimal task splitting strategy is derived as a function of the normalized backhaul communication capacity and the normalized cloud computation capacity. Some interesting and useful insights for the optimal task splitting strategy are also highlighted by analyzing four special scenarios. Based on this, we further transform the original joint communication and computation resource allocation problem into an equivalent convex optimization problem and obtain the closed-form computation resource allocation strategy by leveraging the convex optimization theory. Moreover, a necessary condition is also developed to judge whether a task should be processed at the corresponding edge node only, without offloading to the cloud server. Finally, simulation results confirm our theoretical analysis and demonstrate that the proposed collaborative cloud and edge computing scheme can evidently achieve a better delay performance than the conventional schemes.
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I. INTRODUCTION

To cope with the tremendous growth of mobile data traffic, edge computing has been recently proposed as a promising means to substantially improve the computation performance by deploying cloud computing services at the edge of a network [2]–[4]. This technique can effectively overcome the deficiencies of core network congestion and long transmission latency in traditional cloud computing systems. In the context of mobile cellular networks, the edge computing services can be implemented at the base stations (BSs), which is also known as mobile edge computing (MEC) [5], [6].

Although the edge computing has the great potential to relieve the burden on core networks, its main bottleneck is the limited computation and communication capacities as compared with the cloud computing. Therefore, in the cloud and edge coexistence system, hierarchical computing can be realized in which tasks can be opportunistically processed by both the edge node and the cloud server. For example, non-computational-intensive tasks can be processed at the edge node to achieve a lower end-to-end latency and better energy efficiency. On the other hand, it is better to offload computational-intensive tasks to the cloud server to take advantage of its abundant computation capacity. Therefore, effective collaboration between cloud computing and edge computing is of paramount importance to the performance improvement.

Meanwhile, the convergence of communication and computation is becoming an evident trend for future wireless networks. To this end, joint design of communication and computation in both cloud computing and edge computing has aroused much research interest in recent years. There are mainly two objectives for the joint resource allocation: maximizing the energy efficiency [7]–[13] and minimizing the end-to-end latency [14]–[23]. A theoretical framework for mobile cloud computing (MCC) systems under time-varying stochastic wireless channels was proposed in [7], where a threshold-based energy-efficient offloading policy between local computing and cloud computing was developed. This study was later extended in [8], where a closed-form optimal mode selection between local computing and cloud computing with the microwave power transfer technique was developed. A scalable approximate dynamic programming algorithm was developed in [9], which integrated the adaptive LTE/WiFi link selection and data transmission schedule to reduce the total mobile energy consumption in the MCC system. Moreover, to minimize the total energy consumption of mobile devices and cloud servers, the game-theoretical technique was adopted to design the distributed cloud server selection strategy [10]. The authors in [11] proposed a joint communication and computation resource allocation algorithm to minimize the device energy consumption while guaranteeing the offloading latency requirement in the multi-cell MEC system. Based on the game theory, a distributed computation offloading policy was devised in [12] for energy-delay tradeoff in the multi-user MEC system. Furthermore, the authors in [13] developed a threshold-based mobile offloading policy to maximize the energy efficiency of the multi-user MEC system.

The above works mainly focus on the energy efficiency improvement. However, end-to-end latency is another critical objective for the future wireless networks. In this respect, an
offline heuristic algorithm was developed in [14] to minimize the average latency for both program partitioning and task execution in the MCC system. The online task offloading method in [15] reduces the completion time of mobile applications by adopting a task-call graph to model the inter-dependency among different functions and routines in computation tasks. A polynomial-time approximate scheme and an online learning algorithm were proposed in [16] to minimize the end-to-end latency in a single-user MCC system under a prescribed resource utilization constraint. Based on the Markov decision process approach, the optimal computation task scheduling policy for both local computing and edge computing was developed in [17]. To improve the delay performance and reduce the failure probability of task execution, an optimal dynamic offloading policy based on the Lyapunov optimization was developed in [18]. A cooperative task offloading policy was proposed to deliver low latency performance for a multiuser MEC system by load sharing [19]. In [20], a joint computation offloading, content caching, and resource allocation strategy was developed to minimize the overall latency of an MEC system. Further, to meet the sensitive delay requirement for mobile applications, the joint computation partitioning and resource allocation problem was investigated in [21], and a heuristic algorithm was also developed therein. Moreover, to deal with the bursty task arrivals, the uplink and downlink transmission scheduling was integrated with MEC to reduce the average processing latency [22]. Last but not least, our previous work in [23] proposed a partial computation offloading scheme between the mobile devices and the edge cloud in a multi-user time-division multiple access (TDMA) MEC system, and developed an optimal closed-form data segmentation strategy to minimize the weighted-sum delay of all mobile devices.

As mentioned earlier, the system performance can be further improved if the cloud computing and edge computing can be effectively collaborated. Various fog-to-cloud hierarchical architectures were presented in [24]–[26] and joint task offloading and resource allocation algorithms for such collaborative computing systems were developed to achieve satisfactory latency and energy consumption performances [27]–[29]. However, the closed-form resource allocation results on how to collaborate the cloud and edge to achieve the optimal task processing performance have not been analyzed in the aforementioned works. Motivated by this, we consider the partial computation offloading model and joint communication and computation resource allocation for latency minimization in this paper. In particular, we investigate a hierarchical computing system within the multi-cell mobile cellular networks, where each BS is equipped with finite edge computing capacity. In such a system, the computation tasks of mobile devices can be processed at the corresponding edge server located at the BS or be transmitted to the cloud server deployed at the cloud center for processing. We will address the following two fundamental issues: 1) how to collaborate the edge node and the cloud server to achieve the optimal computing performance? 2) how to jointly allocate the communication and computation resources to minimize the end-to-end latency of mobile devices?

The main contributions of this work can be summarized as follows.

- To take full advantage of the edge computing capacity at BSs and the cloud computing capacity at the cloud server, we consider that the task of each mobile device can be partially processed at the edge node and partially offloaded to the cloud server for processing. With this regard, a joint communication and computation resource allocation problem is formulated to minimize the weighted-sum delay of all mobile devices. The optimal communication resource allocation is firstly derived in closed-form and some insightful results are also revealed.
- We find two significative parameters, i.e., the normalized backhaul communication capacity and the normalized cloud computation capacity, that affect the computation resource allocation of each mobile device. Therefore, we devise a closed-form optimal task splitting strategy as a function of these two parameters. To gain more insights, we further analyze four different network scenarios: communication-limited system, computation-limited system, edge-dominated system, and cloud-dominated system.
- Leveraging the optimal task splitting strategy, we convert the original joint communication and computation resource allocation problem into an equivalent convex optimization problem. Then, we obtain the closed-form computation resource allocation using the Karush-Kuhn-Tucker (KKT) conditions. Moreover, a necessary condition is further developed to judge whether a task should be processed at the corresponding edge node only, without offloading to the cloud server.

The rest of the paper is organized as follows. In Section II, we introduce the system model and formulate the latency-minimization problem. The optimal communication resource allocation, task splitting strategy, and computation resource allocation are investigated in Sections III, IV, and V, respectively. Numerical results are provided in Section VI and the paper is finally concluded in Section VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we will first describe the network architecture, communication model, and computation model of the cloud-edge collaboration system. After that, we will formulate the weighted-sum latency minimization problem.

A. System Model

As illustrated in Fig. 1, we consider a cloud-edge collaboration system with one centralized cloud server and J single-antenna BSs, denoted by a set $\mathcal{J} = \{1, 2, \cdots, J\}$. Each BS is equipped with an MEC server, which has limited resources for data processing, caching, and storage. The combination of each BS with its MEC server can be regarded as an edge node. Within the coverage area of the $j$-th BS, there are $I_j$ mobile devices, denoted by a set $I_j$, which have different delay-sensitive computation tasks to be processed. In this paper, we assume that each user has been already associated with a BS, which can be determined by some user association...
strategies [30]–[32]. Moreover, each mobile device connects the corresponding BS through a wireless channel, and the edge nodes transmit data to the cloud server through different backhaul links.

In this system, we assume that each computation task can be processed at both the edge node and the cloud server [5], [13], [33]. Following the model in [5], we assume that all tasks have the same type and arrive simultaneously. Therefore we can use a two-field notation $\Lambda_{j,i} = \{L_{j,i}, C_{j,i}\}$ to denote the computation task of the $i$-th device served by the $j$-th edge node, where $L_{j,i}$ represents the input data-size (in bits) for processing the task and $C_{j,i}$ denotes the number of CPU cycles that are required to compute one-bit data of this task. Note that the two-field notation varies from different tasks and is known by the scheduler in advance. In addition, we define the computation capacity of the MEC server in the $j$-th edge node and the computation capacity of the cloud server as $F_0^c$ and $F_c$, respectively, which are measured by the number of CPU cycles per second. The computation resources of each MEC server and the cloud server can be allocated to the mobile devices by the virtual machine technique [33].

B. Wireless Communication Model

The mobile devices adopt the TDMA method to share the system bandwidth. Specifically, each time frame is slotted and we denote the length of time-slot that is allocated to the $i$-th device served by the $j$-th edge node as $\tau_{j,i}$ ($\tau_{j,i} \geq 0$). The wireless channel between each mobile device and its connected BS is modeled as independent and identically distributed (i.i.d) Rayleigh variable. We assume that the perfect channel state information (CSI) can be estimated by the corresponding edge node and the cloud server so that the centralized scheduling algorithm can be implemented. We further denote the channel power gain from the $i$-th mobile device to the connected $j$-th BS in the $n$-th time-slot as $h_{j,i}^n$. In addition, let $p_{j,i}$ be the transmission power of the $i$-th device served by the $j$-th edge node, which is assumed to be a constant in the whole transmission duration. Then, according to the Shannon formula, the achievable data rate (in bit/s) for each device in the $n$-th time-slot can be expressed as

$$r_{j,i}^n = B \log_2 \left( 1 + \frac{p_{j,i} h_{j,i}^n}{\sigma_j} \right),$$

where $B$ is the system bandwidth and $\sigma_j$ is the noise power at the $j$-th edge node.

In this work, we assume that the wireless channel is orthogonally shared among different BSs. In this way, the problem can be properly analyzed and more insightful results can be obtained. In the future works, we can extend our analysis into more complicated non-orthogonal resource sharing scenarios where non-convex optimization tools could be applied.

C. Delay Analysis

In our model, we assume that each mobile device does not process the task directly due to its limited computation capacity. Alternatively, the tasks will be first offloaded to the corresponding edge node. Then, each edge node will determine whether the tasks should be processed itself, or be processed by the edge node and the cloud server collaboratively. In the latter case, the edge node should decide the proportion of each task that needs to be processed at the cloud server as well. Fig. 2 depicts the detailed operations of the cloud-edge collaboration system. From this figure, each device processes its task in the following five steps.

- The mobile device directly offloads the whole delay-sensitive task to the connected edge node through a wireless channel, without any local computing.
- The MEC server located in each edge node splits the received task into two parts with one part remained at the MEC server while the other part offloaded to the cloud server.
- The MEC server allocates its available computation resource to each serving device for edge computing, and simultaneously offloads part of data to the cloud server through a backhaul link.
- The cloud server allocates its total computation resource to all mobile devices for parallel cloud computing.
- The computation results are finally gathered by each edge node and then transmitted back to each mobile device.

It should be noted that the time to split a task is very small as compared with the corresponding computation and communication delay, and therefore can be neglected. Moreover, the size of computation result is also small enough so that the
download delay can be ignored, which corresponds to many practical computing scenarios, such as face recognition, virus detection, and video analysis [34]. To this end, there exist four kinds of delay in the whole process as illustrated in the following.

1) Transmission delay of mobile device: As mentioned before, each computation task should be directly transmitted to the connected BS through a wireless channel without any local computing. However, the channel power gain is random so that the accurate transmission delay is hard to calculate. Fortunately, the instantaneous transmission delay is typically in the timescale of millisecond due to the channel dynamics and short time-slot duration. On the other hand, the overall end-to-end delay of current mobile applications, such as online gaming, video conferencing, and 3D modelling, is usually in the range of tens or hundreds of milliseconds owing to the scarce communication bandwidth, limited computation capacity (CPU rather than GPU), and heavy computation workload. As a result, the overall execution process for each task will experience multiple time-slots so that it is reasonable to use the average transmission delay instead of the instantaneous transmission delay from the long timescale perspective. According to [35], we can evaluate the average transmission delay of the \( i \)-th device served by the \( j \)-th edge node in the following lemma.

**Lemma 1:** The average transmission delay for the \( i \)-th device to offload its computation task to the connected \( j \)-th BS is given by

\[
t_{\text{tran},d}^{i,j} = \frac{L_{j,i}T}{R_{j,i}T_{j,i}},
\]

where \( T \) represents the length of one TDMA frame, and \( R_{j,i} = \mathbb{E}_k \{ r_{j,i} \} \) is the expected channel capacity, which can be realized through channel estimation for each device. Note that in this paper, we assume a fixed TDMA scheduling, i.e., the time-slot resource \( T_{j,i} \) for each device is fixed in each time frame. In this case, the time duration for the \( i \)-th device to transmit data is \( T_{j,i} \) while the other \( T - T_{j,i} \) is its scheduling and waiting time. Therefore, the scheduling and waiting delay have been included in the transmission delay.

**Proof:** Please refer to Appendix A.

2) Computation delay of edge node: After receiving the whole data of each task from the mobile device, the MEC server will immediately launch the offloading strategy and split each task into two parts, with one part for edge computing and the other part for cloud computing. For general analysis, we assume that each computation task can be arbitrarily split without considering the inherent content, which corresponds to the scenarios like video compression and speech recognition [5], [13], [36]. Denote \( \lambda_{j,i} \in [0, 1] \) as the task splitting ratio, which accounts for the data proportion that is remained at the MEC server [5]. Then the number of CPU cycles needed for successfully processing the edge computing part of data can be expressed as \( \lambda_{j,i}L_{j,i}C_{j,i} \). Following the computation model in [8], we define the computation resource that the \( j \)-th edge node allocates to the \( i \)-th device as \( f_{j,i}^{\text{compute}} \) (in CPU cycle/s). Therefore, the computation delay for processing the edge computing part of data at the MEC server can be expressed as

\[
t_{\text{compute}}^{i,j} = \frac{\lambda_{j,i}L_{j,i}C_{j,i}}{f_{j,i}^{\text{compute}}},
\]

3) Transmission delay of edge node: For each edge node, the communication module (transceiver) and the computation module (CPU/GPU) are generally separated. Therefore, the computation of the edge-computing part data can be in parallel with the transmission of the cloud-computing part data. Moreover, all edge nodes connect with the cloud server through different backhaul links, which are usually equipped with high bandwidth [38]. In fact, the backhaul link is shared by users and therefore its delay is very difficult to model due to the randomness of packet arrival, multi-user scheduling, complicated routing algorithm, and other factors [39]. To highlight our main contribution, i.e., the optimal collaboration policy for edge computing and cloud computing, we assume that the resource scheduling policy and routing algorithm are both fixed. Accordingly, we can denote \( W_j \) as the per-device backhaul communication capacity for each device associated with the \( j \)-th edge node. Therefore, similar to the average transmission delay in (2), the average backhaul transmission delay is proportional to the size of data to be offloaded, as

\[
t_{\text{tran},e}^{j,i} = \frac{(1 - \lambda_{j,i})L_{j,i}}{W_j},
\]

where \( W_j^{-1} \) can be interpreted as the required time for the backhaul link to transmit one-bit data [39]-[41].

4) Computation delay of cloud server: When receiving the data from an edge node, the cloud server will allocate the available computation resource to each task for parallel computing. The number of CPU cycles for processing each cloud computing part of data can be calculated as \( (1 - \lambda_{j,i})L_{j,i}C_{j,i} \). Similar to the resource allocation method at the MEC servers, we denote \( f_{j,i}^{\text{compute}} \) (in CPU cycle/s) as the cloud computation resource that is allocated to the \( i \)-th device served by the \( j \)-th edge node. Therefore, the computation delay for processing the cloud computing part of data at the cloud server is given by

\[
t_{\text{compute}}^{j,i} = \frac{(1 - \lambda_{j,i})L_{j,i}C_{j,i}}{f_{j,i}^{\text{compute}}}.
\]

D. Problem Formulation

In the above, we have analyzed the four kinds of delay consisted in the cloud-edge collaboration system, i.e., the transmission delay of each mobile device, \( t_{\text{tran},d}^{i,j} \), the computation delay at each edge node, \( t_{\text{compute}}^{i,j} \), the transmission delay between edge node and cloud server, \( t_{\text{tran},e} \), and the computation delay in the cloud server, \( t_{\text{compute}}^{j,i} \). To determine the overall delay of each mobile device, we shall first give some reasonable assumptions as follows.

- Since task splitting operation depends on the specific parameters of each task, such as its data-size and computation workload, the MEC server distributed in each edge node cannot split a task until receiving the whole data of the task to better perform the task splitting strategy and guarantee the accuracy of the splitting results, according to [11] and [33].
In practical systems, task computing may rely on the specific data structure as well as the correlation between adjacent data, such as video analysis in multimedia systems. To ensure the reliability of the computation result, the cloud server cannot start processing a task until the transmission between the edge node and the cloud server ends.

Based on the above assumptions, the overall delay of the \(i\)-th device served by the \(j\)-th edge node can be expressed as

\[
T_{j;i} = t_{\text{trans},d}^{j;i} + \max \{ t_{\text{comp},e}^{j;i}, t_{\text{trans},e}^{j;i}, t_{\text{comp},c}^{j;i} \}. \tag{6}
\]

In this paper, we aim at minimizing the system delay of all mobile devices. We take the weighted-sum overall delay of all devices as evaluation criteria, which represents the average delay performance of the whole system. Moreover, we assign a positive weight factor \(\beta_{j;i} \in (0, 1)\) to each device, which stands for the fairness among mobile devices and satisfies \(\sum_{j=1}^{J} \sum_{i=1}^{I} \beta_{j;i} = 1\). \(^1\) The value of each weight factor, representing the level of importance, is determined according to the service priority of each mobile user. To this end, the optimization problem can be formulated as

\[
\mathcal{P}_1 : \min_{\{f_{j;i}, f_{j;i}', \lambda_{j;i}\}} \sum_{j=1}^{J} \sum_{i=1}^{I} \beta_{j;i} T_{j;i}, \tag{7a}
\]

\[
\text{s.t.} \quad \sum_{j=1}^{J} \sum_{i=1}^{I} \tau_{j;i} \leq T, \quad \tau_{j;i} \geq 0, \tag{7b}
\]

\[
\sum_{j=1}^{J} \sum_{i=1}^{I} f_{j;i}^{c} \leq F^c, \quad f_{j;i}^{c} \geq 0, \tag{7c}
\]

\[
\sum_{i=1}^{I} f_{j;i}^{e} \leq F^e, \quad f_{j;i}^{e} \geq 0, \quad \forall j \in \mathcal{J}, \tag{7d}
\]

\[
\lambda_{j;i} \leq 1, \quad \forall i \in \mathcal{I}_j, \quad \forall j \in \mathcal{J}, \tag{7e}
\]

where \(\tau_{j;i}\) is the overall communication resource constraint of all mobile devices, \((7c)\) and \((7d)\) imply that the allocated computation resources for mobile devices should not exceed the maximum available resources provided by the cloud server and each edge node, respectively. The optimization variables include the time-slot allocation \(\{\tau_{j;i}\}\), the computation resource allocation \(\{f_{j;i}, f_{j;i}'\}\), and the task splitting ratio \(\{\lambda_{j;i}\}\).

The above problem is not easy to solve due to the piecewise expression of \(T_{j;i}\) in (6). In the next, we will first decompose \(\mathcal{P}_1\) into two equivalent subproblems and then develop the optimal solutions. Through the proposed solutions, some insightful results will be also highlighted.

### III. Communication Resource Allocation

In this section, we will first decompose the optimization problem \(\mathcal{P}_1\) into two equivalent subproblems. After that, the closed-form expression for the optimal communication resource allocation policy will be devised, which also facilitates the optimal task splitting strategy and computation resource allocation in Sections IV and V, respectively.

#### A. Problem Decomposition

To solve \(\mathcal{P}_1\), we first analyze the structural characteristics of the overall delay of each device. From (2), the average transmission delay of each mobile device, \(t_{\text{trans},d}^{j;i}\), is determined only by the length of time-slot, \(\tau_{j;i}\), and is independent of other optimization variables. Meanwhile, the transmission delay from each edge node to the cloud server, \(t_{\text{trans},e}^{j;i}\), the computation delay at each edge node, \(t_{\text{comp},e}^{j;i}\), and the computation delay in the cloud server, \(t_{\text{comp},c}^{j;i}\) are all independent of \(\tau_{j;i}\). Furthermore, the constraint in \((7b)\) does not couple with other constraints. With this consideration, the cloud-edge collaboration system can be divided into two independent subsystems, corresponding to the transmission system between mobile devices and edge nodes and the collaborative computation system between edge nodes and the cloud server.

Accordingly, \(\mathcal{P}_1\) can be equivalently decomposed into two subproblems. The first one is to minimize the weighted-sum transmission delay between each mobile device and the connected BS, and can be formulated as

\[
\mathcal{P}_2 : \min_{\{\tau_{j;i}\}} \sum_{j=1}^{J} \sum_{i=1}^{I} \beta_{j;i} t_{\text{trans},d}^{j;i}, \tag{8b}
\]

which will be investigated in this section. The other one is to minimize the weighted-sum computation delay of each edge node and the cloud server, and can be expressed as

\[
\mathcal{P}_3 : \min_{\{f_{j;i}, f_{j;i}', \lambda_{j;i}\}} \sum_{j=1}^{J} \sum_{i=1}^{I} \beta_{j;i} \{f_{j;i}^{c} + f_{j;i}^{e} + \lambda_{j;i} \}, \tag{9b}
\]

where \(\lambda_{j;i} = \max \{ f_{j;i}'^{c}, f_{j;i}'^{e}, \lambda_{j;i} \}\) is the computation delay of the \(i\)-th mobile device served by the \(j\)-th edge node. The problem \(\mathcal{P}_3\) will be discussed in Sections IV and V later.

It should be noted that the decomposing procedure preserves the optimality due to the independence of communication and computation resource allocations.

#### B. Optimal Communication Resource Allocation

The communication resource allocation is associated with the weighted-sum transmission delay between the mobile devices and the corresponding edge nodes. Therefore, we can derive the optimal communication resource allocation solution by solving \(\mathcal{P}_2\). The detailed result is summarized in the following theorem.

**Theorem 1:** For the optimal communication resource allocation policy of the cloud-edge collaboration system, the time-slot allocated to the \(i\)-th device served by the \(j\)-th edge node...
can be expressed as
\[
\tau_{j,i}^* = \frac{\beta_{j,i} L_{j,i}}{\sum_{j=1}^{J} \sum_{i=1}^{I} \beta_{j,i} L_{j,i} R_{j,i}} T.
\] (10)

Proof: Please refer to Appendix B.

Remark 1: Theorem 1 reveals that the optimal time-slot allocated to the \(i\)-th device served by the \(j\)-th edge node is determined by the corresponding weight factor \(\beta_{j,i}\), the input data-size \(L_{j,i}\), and the wireless channel capacity \(R_{j,i}\). The weight factor \(\beta_{j,i}\) indicates the level of importance of each device in the system and represents the priority of this device. The data-size \(L_{j,i}\) stands for the workload of transmitting the task to the connected BS and the channel capacity \(R_{j,i}\) accounts for the channel condition of the wireless link. As the size of the input-data grows or the channel condition deteriorates, the transmission delay of this device will correspondingly increase, leading to more time-slots to be allocated.

IV. Optimal Task Splitting Strategy

We shall note that the objective function in (9) is so complicated that we cannot solve \(P_2\) directly. To this end, we will first determine the optimal task splitting ratio \(\lambda_{j,i}^*\), while keeping \(f_{j,i}^c\) and \(f_{j,i}^s\) fixed in this section.

For ease of notation, we first define two significative parameters for each mobile device.

1) The normalized backhaul communication capacity is defined as the ratio between the backhaul communication capacity and the edge computation capacity, i.e., \(\eta_{j,i} = \frac{C_{j,i}}{f_{j,i}^c}\).

2) The normalized cloud computation capacity is defined as the ratio between the cloud computation capacity and the edge computation capacity, i.e., \(\gamma_{j,i} = \frac{C_{j,i}}{f_{j,i}^s}\).

On the basis of the above definitions, we can derive the optimal task splitting strategy, as presented in Theorem 2.

Theorem 2: The optimal task splitting strategy, \(\{\lambda_{j,i}\}\), for the cloud-edge collaboration system can be expressed as
\[
\lambda_{j,i}^* = \frac{\eta_{j,i} + \gamma_{j,i}}{\eta_{j,i} + \gamma_{j,i} + \eta_{j,i} \gamma_{j,i}}.
\] (11)

Proof: Please refer to Appendix C.

Remark 2: Theorem 2 reveals that the optimal task splitting strategy depends only on the two ratios: the normalized backhaul communication capacity and the normalized cloud computation capacity. Furthermore, the optimal task splitting strategy is determined by the harmonic average of these two ratios. It can be easily verified that the proportion of task data processed at the edge node will correspondingly decrease as \(\eta_{j,i}\) or \(\gamma_{j,i}\) increases. Therefore, when a mobile device is allocated with little edge computation resource while having adequate cloud computation resource, it should offload more task data to the cloud server. On the contrary, more task data should be processed at the edge node if the cloud computation resource is very scarce. It can be easily explained that we are willing to assign more task data to more powerful server, which will significantly reduce the overall delay of the mobile device.

Fig. 3 depicts the relation between \(\lambda_{j,i}^*\) and \(\eta_{j,i}\) while keeping \(\gamma_{j,i}\) fixed. From the figure, more task data should be offloaded to the cloud server as the normalized backhaul communication capacity increases for a given normalized cloud computation capacity. Note that the limit of the splitting ratio \(\lambda_{j,i}^*\) is 0.5 since the computation capacity of the edge node equals to that of the cloud server in this case. The relation between \(\lambda_{j,i}^*\) and \(\gamma_{j,i}\) for fixing \(\eta_{j,i}\) is similar to the curve in Fig. 3 since \(\gamma_{j,i}\) and \(\eta_{j,i}\) are symmetric in (11).

Now we discuss some inherent insights of the results in Theorem 2. We consider four different systems as follows.

Communication-limited system: For the communication-limited system, the communication capacities between the edge nodes and the cloud server are insufficient while the computation resources are sufficient. In this case, we have \(\eta_{j,i} \ll \gamma_{j,i}\). It happens when the number of mobile devices served by the \(j\)-th edge node is tremendous while the communication capacity of the backhaul link is limited. In this case, we have
\[
\lambda_{j,i}^{\text{(1)}} = \lim_{\eta_{j,i} \to 0} \lambda_{j,i}^* = \frac{1}{1 + \eta_{j,i}},
\] (12)
which means that the optimal task splitting strategy in this scenario is determined only by the normalized backhaul communication capacity and will not be influenced by the normalized cloud computation capacity. In this scenario, the communication resource is the main bottleneck of reducing the end-to-end delay of each device so that the relative size of the edge computation capacity and the cloud computation capacity is not significant anymore. In the more special case that \(\eta_{j,i} \to 0\), the optimal task splitting ratio \(\lambda_{j,i}^*\) achieves 1, which indicates that the whole task should be processed at the edge node without offloading to the cloud server. This agrees with our intuition that offloading tasks to the cloud server will intensify the network congestion and cause long transmission latency when the communication capacity of the backhaul link is insufficient.
Computation-limited system: For the computation-limited system, the computation capacities of the edge nodes and the cloud server are limited while the communication capacities of the backhaul links are adequate. In this case, we have \( \eta_{j,i} \gg \gamma_{j,i}, \forall j,i \) and
\[
\lambda_{j,i}^{*} = \lim_{\gamma_{j,i} \to \infty} \lambda_{j,i} = \frac{1}{1 + \eta_{j,i}} \tag{13}
\]
From this result, the optimal task splitting ratio is determined only by the normalized cloud computation capacity. In this scenario, the backhaul communication capacity is relatively sufficient so that the computation delay dominates the overall delay of each device. Notice that in this case, the edge node and the cloud server can be regarded as a whole, and thus the task should be proportionally split according to the ratio of their computation capacities, i.e., \( \gamma_{j,i} \). To be more specific, if the computation capacity of the edge node is larger than that of the cloud server, i.e., \( \gamma_{j,i} < 1 \), more data should be processed at the edge node. Otherwise, more data should be offloaded to the cloud server. In the special case of \( \gamma_{j,i} = 1 \), the data should be equally split between the edge node and the cloud server.

Edge-dominated system: For the edge-dominated system, the allocated computation resource of the edge node is much greater than that of the cloud server, i.e., \( f_{j,i}^c \gg f_{j,i}^e \). Therefore, the normalized cloud computation capacity \( \gamma_{j,i} \to 0 \), which corresponds to the large-scale small-cell cellular networks where the cloud server serves a lot of edge nodes. In this system, we can obtain the limit of the optimal task splitting ratio, as
\[
\lambda_{j,i}^{*} = \lim_{\gamma_{j,i} \to 0} \lambda_{j,i} = 1 \tag{14}
\]
which indicates that the whole task should be processed at the edge node without offloading to the cloud server. The reason is that, when the cloud computation capacity is much smaller than that of the edge node, offloading task data to the cloud server may incur extra transmission delay and cause longer computation delay as well. Even if the normalized backhaul communication capacity is large enough, the cloud computation delay still dominates the overall delay. Therefore, the whole task should be processed at the edge node only.

Cloud-dominated system: For the cloud-dominated system, the cloud server is equipped with enormous computation capacity while the computation capacity of each edge node is insufficient. In this case, the normalized cloud computation capacity \( \gamma_{j,i} \to \infty \). This kind of system corresponds to the scenario with powerful cloud servers and weak edge computation capacity. By inserting \( \gamma_{j,i} \to \infty \) into (11), we have
\[
\lambda_{j,i}^{*} = \lim_{\gamma_{j,i} \to \infty} \lambda_{j,i} = \frac{1}{1 + \eta_{j,i}} \tag{15}
\]
which indicates that the optimal task splitting strategy in this system is determined only by the normalized backhaul communication capacity. If the backhaul communication capacity \( W_j \) becomes larger or the edge computation capacity \( f_{j,i}^e \) gets smaller, the optimal task splitting ratio will correspondingly decrease. It is because the cloud computation delay is negligible comparing with the edge computation delay when \( \gamma_{j,i} \to \infty \). Therefore, when the normalized backhaul communication capacity \( \eta_{j,i} < 1 \), the backhaul transmission delay will dominate the overall delay of this mobile device, which leads to a larger proportion of task data for edge processing, i.e., \( \lambda_{j,i}^e > 1 \). Otherwise, when \( \eta_{j,i} > 1 \), more task data should be offloaded to the cloud server for processing because of the larger backhaul communication capacity.

V. COMPUTATION RESOURCE ALLOCATION

In Sections III and IV, we have discussed the optimal communication resource allocation and the optimal task splitting strategy, respectively. In this section, we will investigate the computation resource allocation.

A. The Optimal Solution

First, by applying the detailed expression of \( \lambda_{j,i}^* \) into (9), the task splitting ratio can be eliminated and the computation delay \( t_{j,i}^{\text{comp}} \) can be rewritten as
\[
e_{j,i}^{\text{comp}} = \frac{C_{j,i} f_{j,i}^c + C_{j,i} W_j}{f_{j,i}^c + f_{j,i}^c + f_{j,i}^e} L_{j,i}. \tag{16}
\]
Then \( P_3 \) can be equivalently converted into the following problem, as
\[
P_4 : \min_{\{f_{j,i}^c,f_{j,i}^e\}} \sum_{j=1}^{J} \sum_{i=1}^{I_j} \beta_{j,i} t_{j,i}^{\text{comp}}, \tag{17}
\]
s.t. (7c), (7d).

Lemma 2: \( P_4 \) is a convex optimization problem.

Proof: Please refer to Appendix D.

Based on Lemma 2, \( P_4 \) can be solved by the Karush-Kuhn-Tucker (KKT) conditions and we can derive the optimal computation resource allocation policy, as presented in Theorem 3.

Theorem 3: The optimal computation resource allocation policy for the cloud-edge collaboration system is given by
\[
\begin{align*}
f_{j,i}^c &= \left[ \sqrt{\frac{\beta_{j,i} L_{j,i} C_{j,i}}{\mu_{j,i}^*}} - \left(1 - \frac{\theta}{\theta^*}\right) C_{j,i} W_j \right]^+, \\
f_{j,i}^e &= \left(\frac{\mu_{j,i}^*}{\theta^*} - 1\right)^+ C_{j,i} W_j,
\end{align*} \tag{18}
\]
where \( (x)^+ = \max\{x,0\} \), \( \mu_{j,i}^*, \forall j \in J \) and \( \theta^* \) are the optimal values of Lagrange multipliers that satisfy the computation resource constraints \( \sum_{j=1}^{J} f_{j,i}^c = F_j^c \) and \( \sum_{j=1}^{J} \sum_{i=1}^{I_j} f_{j,i}^c \), \( \forall j \in J \) simultaneously.

Proof: Please refer to Appendix E.

Remark 3: Theorem 3 reveals that the computation resources of the edge node and the cloud server that are allocated to the \( i \)-th mobile device served by the \( j \)-th edge node are mainly determined by the required CPU cycles for processing one-bit input-data, \( C_{j,i} \), and the transmission capacity of the corresponding backhaul link, \( W_j \). As \( C_{j,i} \) increases, or \( W_j \) decreases, more edge and cloud computation resources should be allocated to this device for a smaller weighted-sum delay.
B. A Necessary Condition

From Theorem 3, the allocated cloud computation resource $f_{j;i}^c$ will become zero if $\mu_j^e \leq \theta_j$, which indicates that all the tasks associated with this edge node will be processed at the MEC server without offloading to the cloud server. In the following, we will present a necessary condition for each edge node to not offload tasks to the cloud server.

**Corollary 1:** If there exists an edge node $k \in J$ that the associated tasks are all processed itself, the computation capacity of this edge node must satisfy

$$F_k^e \geq \rho F_c \cdot \frac{\sum_{j=1}^{J} \sqrt{\beta_{j;k;}L_{j;k;}C_{j;k;}}}{\sum_{j=1}^{J} \sum_{i=1}^{I} \sqrt{\beta_{j;i;}}F_{j;i;C_{j;i;}}}$$

(19)

where $\rho = \min_{j=1}^{J} \left\{ \frac{F_{j;e}}{\sum_{j=1}^{J} C_{j;i;}} \right\}$ is a constant coefficient can be interpreted as the minimum ratio between the edge computation capacity and the backhaul communication capacity among all edge nodes.

**Proof:** Please refer to Appendix F.

It should be noted that Corollary 1 is a necessary but not a sufficient condition. Nevertheless, we can still use this corollary to judge whether all tasks within an edge node should not be offloaded to the cloud server. From Corollary 1, we can further define a new parameter as

$$Q_j = \frac{F_{j;e}}{\sum_{i=1}^{I} \sqrt{\beta_{j;i;L_{j;i;}}C_{j;i;}}}$$

(20)

which can be interpreted as the relative computation capacity of each edge node. It can be seen that $Q_j$ is mainly determined by the computation capacity of the edge node and the total task workload of the connected devices. For each edge node, when its computation capacity, $F_{j;e}$, is large, or the computation workload of its associated mobile devices is low, its $Q_j$ will be large. Moreover, the edge node with a larger $Q_j$ is more likely to fulfill the condition in Corollary 1. Thus, the $Q_j$ defined in (20) provides a significant reference for the design of collaborative computing between edge node and cloud server.

VI. Simulation Results

In this section, we will present numerical results to confirm our theoretical analysis and demonstrate the performance of the proposed algorithms. In the simulation, the radius of each edge node is 500 m. Within the coverage area, there are several mobile devices randomly distributed and served by the corresponding BS through a wireless channel. All mobile devices have the same weight factors, therefore the system delay accounts for the average delay of all devices. The channel gains between mobile devices and edge nodes are generated according to i.i.d. Rayleigh random variables with unit variance. For each computation task, the input data-size and the workload for computing one-bit data follow the uniform distribution with $L_{j;i;} \in [0.1, 0.5]$ Mb/s and $C_{j;i;} \in [500, 1500]$ CPU cycle/bit, respectively. The detailed simulation parameters are listed in Table 1 unless otherwise stated.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell radius, $r$</td>
<td>500 m</td>
</tr>
<tr>
<td>System bandwidth, $B$</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Noise power density, $\sigma_j$</td>
<td>$-174$ dBm/Hz</td>
</tr>
<tr>
<td>Pass loss between user and BS</td>
<td>$128.1 + 37.6 \log_{10}(d(km))$</td>
</tr>
<tr>
<td>Length of time frame, $T$</td>
<td>100 ms</td>
</tr>
<tr>
<td>Transmission power, $p_{j;i;S}$</td>
<td>24 dBm</td>
</tr>
<tr>
<td>Input data-size, $L_{j;i;S}$</td>
<td>$[0.1, 0.5]$ Mb/s</td>
</tr>
<tr>
<td>Workload for one-bit data, $C_{j;i;S}$</td>
<td>$[500, 1500]$ CPU cycle/bit</td>
</tr>
<tr>
<td>Backhaul link capacity, $W_j$</td>
<td>$[5, 50]$ Mbps</td>
</tr>
<tr>
<td>Edge computation capacity, $F_{j;e}$</td>
<td>$[2 \times 10^{11}, 8 \times 10^{10}]$ CPU cycle/s</td>
</tr>
<tr>
<td>Cloud computation capacity, $F_{c;e}$</td>
<td>$[1.5 \times 10^{11}, 6 \times 10^{11}]$ CPU cycle/s</td>
</tr>
</tbody>
</table>

**Table 1**

**System Parameters**

Fig. 4(a) depicts the average system delay versus the number of edge nodes in the four schemes where we fix the total cloud computation capacity $F_{c;e} = 5 \times 10^{11}$ CPU cycle/s and assume that each edge node serves 20 mobile devices. From the figure, the system delays of the cloud only scheme, fixed cloud-edge scheme, and collaborative cloud-edge scheme increase with the number of edge nodes because of the limited cloud computation resource. Meanwhile, the system delay of the edge only scheme does not change with the number of edge nodes since it does not utilize the cloud computing. Moreover, when the number of edge nodes is small, the cloud only scheme performs better than both the edge only scheme and the fixed cloud-edge scheme. It is because, when the number of edge nodes is small, the cloud computation resource allocated to each device is always larger than the corresponding edge computation resource, i.e., $\gamma_{j;i;S} > 1$. Therefore, we should offload more data to the cloud server for the sake of delay minimization. However, as the number of edge nodes increases, the edge only scheme will perform better than the cloud only scheme due to the limited cloud computation resource. Especially when the number of edge nodes is very large (more than 19 in our simulation), the edge only scheme even achieves a better performance than the fixed cloud-edge scheme, which indicates that more data should be assigned for edge computing than for cloud computing. In all cases, the collaborative cloud-edge scheme always has the best performance among all schemes since it can utilize the computation capacity of each edge node and the cloud server optimally.

**Fig. 4(b)** shows the average system delay versus the computation capacity of the cloud server, where the number of edge nodes is fixed to be 8. When the computation capacity of the cloud server increases, the system delay of the cloud only scheme will decrease significantly. In this situation, offloading
tasks to the cloud server will achieve less delay than processing
the tasks at the MEC servers, which eventually reduces the
whole system delay. On the contrary, when the computation
capacity of the cloud server becomes smaller, the edge only
scheme will perform better than the cloud only scheme. Similar
to Fig. 4(a), the collaborative cloud-edge scheme always
achieves the best performance among all schemes.

We now analyze the results of the optimal task splitting ratio
and cloud computation resource allocation with different system
parameters. In this test, we assume that the system consists
of 5 edge nodes, each has 10 mobile devices. For simplicity,
we further assume that the mobile devices associated with
the same edge node have the same simulation parameters, so
that their task splitting ratios and cloud computation resource
allocations are identical. Under this configuration, we then
change the parameters of the first edge node while fixing the
parameters of other four edge nodes to show the different re-
sults of the task splitting ratio and cloud computation resource
allocation.

Fig. 5 depicts the optimal task splitting ratio and cloud
computation resource allocation with different backhaul link
capacities of the first edge node where the backhaul capacities
of other four edge nodes are 20 Mbps, 30 Mbps, 40 Mbps,
and 50 Mbps, respectively. The cloud computation capacity is
assumed to be $2 \times 10^{11}$ CPU cycles per second. From Fig. 5(a)
and Fig. 5(b), the proportion of data processed in the first edge
device decreases with its backhaul link capacity, implying that
more task data should be offloaded for cloud computing. Cor-
respondingly, the cloud computation resource allocated to the
first edge node will also increase. The reason can be explained
as follows. When the backhaul link capacity increases, it will
consume less transmission time for the corresponding edge
device to offload data to the cloud server. Therefore, to achieve
a better delay performance, more task data should be offloaded
to the cloud server. On the contrary, the cloud computation
resource allocated to other edge nodes will correspondingly
decrease and more data should be processed at these edge
nodes, leading to the increase of their task splitting ratios.

Fig. 6 illustrates the optimal task splitting ratio and cloud
computation resource allocation with different computation ca-
pacities of the first edge node where the computation capacities
of other four edge nodes are $4.6 \times 10^{10}$, $4.4 \times 10^{10}$, $4.2 \times 10^{10}$,
and $4.0 \times 10^{10}$ CPU cycles per second, respectively. From the
figure, the proportion of data processed at the first edge node increases with its computation capacity while the allocated cloud computation resource decreases. The results for the other four edge nodes are just the opposite. The reason is very intuitive as we should fully utilize the computation resource of the edge nodes with strong computation capacities while allocating more cloud computation resource to assist the edge nodes with relative weak computation capacities. It should be also emphasized that when the computation capacity of the first edge node exceeds a threshold, all the related tasks should be processed at the MEC server only, without offloading to the cloud server, which demonstrates the accuracy and applicability of Corollary 1.

VII. CONCLUSION

In this paper, we have investigated joint communication and computation resource allocation to minimize the weighted-sum delay of all devices in a cloud-edge collaboration system. A latency minimization problem with the constraints of communication and computation resources has been firstly formulated. To tackle it, we have decomposed the optimization problem into two subproblems. The first one is associated with the communication resource allocation whose optimal solution can be expressed in closed-form by using the Cauchy-Buniakowsky-Schwarz inequality. The other subproblem corresponds to the computation resource allocation between the edge nodes and the cloud server. We have found that the optimal task splitting strategy for each mobile device is determined by two significative parameters: the normalized backhaul communication capacity and the normalized cloud computation capacity. We have further highlighted some inherent insights of the optimal task splitting strategy by analyzing four special scenarios. Based on this, the optimal computation resource allocation can be finally derived by utilizing the KKT conditions. Our initial study here sheds light on the design of collaborative cloud and edge computing in future mobile computing systems.

In this work, we utilize the weighted-sum delay of all devices as the performance metric, which may not guarantee the latency requirement of each single user. Our analysis can be extended to more general scenarios where each user’s latency requirement is considered as an additional constraint in \( \mathcal{P}_1 \). Moreover, to gain closed-form and insightful results, user mobility, asynchronous task arrival, base station cooperation, and server scheduling queuing are not investigated in our work. These issues, however, are important and interesting, which can be emphasized in the future work. Also, in our computation model, computing at local devices is not considered. Future works can collaborate local, edge, and cloud computation capacities for further performance enhancement.

APPENDIX A

PROOF OF LEMMA 1

To prove Lemma 1, we shall first define \( N^*_{j,i} \) as the least number of time-slots required by the \( i \)-th device to transmit its computation task to the connected \( j \)-th edge node, which is given by

\[
N^*_{j,i} = \arg \min \left\{ N_{j,i} : \sum_{n=1}^{N_{j,i}} r_{j,i}^n \geq \frac{L_{j,i}}{\tau_{j,i}} \right\}.
\]  

(21)

Since the channel power gain \( h_{j,i}^n \) is an i.i.d. and infinite real-valued random variable across different time-slots, the data rate \( \{r_{j,i}^n\} \) can be regarded as a sequence of infinite real-valued random variables based on the definition of channel capacity in (1). Therefore, the slot number \( N^*_{j,i} \) is also an i.i.d. random variable associated with \( h_{j,i}^n \). Based on this, we can prove Lemma 1 as follows.

On the one hand, by applying the Wald’s Equation in martingale theory [43], we have

\[
\mathbb{E}_h \left\{ \sum_{n=1}^{N_{j,i}} r_{j,i}^n \right\} = \mathbb{E}_h \left\{ \sum_{n=1}^{N^*_{j,i}} r_{j,i}^n \right\} = \mathbb{E}_h \left\{ L_{j,i} \tau_{j,i} \right\},
\]  

(22)

where \( \mathbb{E}_h \{r_{j,i}\} \) is the expectation of the channel capacity over the channel power gain \( h \). On the other hand, according to equation (21), we have

\[
\mathbb{E}_h \left\{ \sum_{n=1}^{N_{j,i}} r_{j,i}^n \right\} = \mathbb{E}_h \left\{ L_{j,i} \right\} = \frac{L_{j,i}}{\tau_{j,i}},
\]  

(23)

where \( \mathbb{E}_h \{r_{j,i}\} \) is the expectation of the channel capacity over the channel power gain \( h \). On the other hand, according to equation (21), we have

\[
\mathbb{E}_h \left\{ \sum_{n=1}^{N_{j,i}} r_{j,i}^n \right\} = \mathbb{E}_h \left\{ L_{j,i} \right\} = \frac{L_{j,i}}{\tau_{j,i}},
\]  

(23)
where \( t_{j,i} \) is the length of time-slot allocated to the \( i \)-th device served by the \( j \)-th edge node.

As we adopt the TDMA method, the accurate transmission delay can be characterized as \( N_{j,i}^* T \), where \( T \) is the length of one TDMA frame. Then, by combining (22) with (23), the average transmission delay can be evaluated as

\[
(24)
\]

\[
L_{j,i,j}^* T
\]

where \( R_{j,i} = \mathbb{E}_h \{ r_{j,i} \} \). This ends the proof.

### APPENDIX B

**Proof of Theorem 1**

To prove Theorem 1, we first prove that the optimal solution \( \{ t_{j,i}^* \} \) to \( P_2 \) satisfies \( \sum_{j=1}^J \sum_{i=1}^I \tau_{j,i}^* = T \) by contradiction. Assume that there is another optimal solution \( \{ \tau_{j,i}^\prime \} \) to \( P_2 \) that satisfies \( \sum_{j=1}^J \sum_{i=1}^I \tau_{j,i}^\prime = T - \delta \), where \( \delta \in (0, T) \) represents the remaining amount of time-slot. Since the transmission delay for each device, i.e., \( L_{j,i,j}^* = \frac{R_{j,i} T}{\sqrt{\sum_{n=1}^{N_{j,i}} c_{n,j,i}^2}} \), decreases with \( \tau_{j,i} \). Therefore, if we assign the remained time-slot \( \delta \) to any device, the corresponding transmission delay will decrease while the transmission delay of other devices remain unchanged. As a result, the objective function of \( P_2 \), i.e., \( \sum_{j=1}^J \sum_{i=1}^I \beta_j t_{j,i}^\prime \), will also decrease, which contradicts the requirement for the optimal solution to \( P_2 \). To this end, we can conclude that the optimal solution to \( P_2 \) satisfies \( \sum_{j=1}^J \sum_{i=1}^I \tau_{j,i}^* = T \).

Then, according to the Cauchy-Buniakowski-Schwarz inequality, we have

\[
\sum_{j=1}^J \sum_{i=1}^I \beta_j t_{j,i} = \sum_{j=1}^J \sum_{i=1}^I \beta_j t_{j,i} T = \sum_{j=1}^J \sum_{i=1}^I \beta_j t_{j,i} T \sum_{j=1}^J \sum_{i=1}^I \beta_j t_{j,i} T \sum_{j=1}^J \sum_{i=1}^I \beta_j t_{j,i} T
\]

### APPENDIX C

**Proof of Theorem 2**

We can prove Theorem 2 by analyzing the monotonicity between the computation delay \( t_{j,i}^{\text{comp}} \) and the task splitting ratio \( \lambda_{j,i} \). On the one hand, we have \( t_{j,i}^{\text{comp}} = \frac{L_{j,i} C_j}{f_{j,i}} \), which increases with \( \lambda_{j,i} \). Therefore, when \( \lambda_{j,i} \in [0, 1] \), we can derive that \( t_{j,i}^{\text{comp}} \leq \frac{L_{j,i} C_j}{f_{j,i}} \). On the other hand, we have \( t_{j,i}^{\text{comp}} + t_{j,i}^{\text{tran}} = (1 - \lambda_{j,i}) \left( \frac{1}{W_j} + \frac{C_j}{f_{j,i}} \right) L_{j,i} \), which decreases with \( \lambda_{j,i} \). Thus, when \( \lambda_{j,i} \in [0, 1] \), we can obtain that \( t_{j,i}^{\text{comp}} + t_{j,i}^{\text{tran}} \leq \frac{L_{j,i} C_j}{f_{j,i}} \). Recall that \( t_{j,i}^{\text{comp}} = \max \{ t_{j,i}^{\text{tran}} + t_{j,i}^{\text{comp}} \} \), therefore it first decreases and then increases with \( \lambda_{j,i} \). As a result, the minimum value of \( t_{j,i}^{\text{comp}} \) is achieved when \( t_{j,i}^{\text{comp}} = t_{j,i}^{\text{tran}} \), which results in the optimal task splitting ratio \( \lambda_{j,i}^* = \frac{f_{j,i}^2 (f_{j,i}^2 + C_j W_j)}{f_{j,i}^2 (f_{j,i}^2 + C_j W_j) + f_{j,i} C_j W_j} = \frac{\eta_{j,i} + \gamma_{j,i}}{\eta_{j,i} + \gamma_{j,i} + \eta_{j,i} \gamma_{j,i}} \), where \( \eta_{j,i} = \frac{C_j W_j}{f_{j,i}^2} \) and \( \gamma_{j,i} = \frac{f_{j,i}^2}{f_{j,i}^2} \). This ends the proof.

### APPENDIX D

**Proof of Lemma 2**

To prove Lemma 2, we shall verify that the objective function and the constraints of \( P_4 \) are all convex. It can be seen that the constraints (7c) and (7d) are affine, which reflects their convexity. In the following, we will prove that (17) is also a convex function.

The Hessian of \( f_{j,i}^{\text{comp}} \) can be characterized as

\[
H = \begin{bmatrix}
\partial^2 f_{j,i}^{\text{comp}} / \partial f_{j,i}^2 & \partial^2 f_{j,i}^{\text{comp}} / \partial f_{j,i} \partial f_{j,i}^c \\
\partial^2 f_{j,i}^{\text{comp}} / \partial f_{j,i}^c \partial f_{j,i} & \partial^2 f_{j,i}^{\text{comp}} / \partial f_{j,i}^c \partial f_{j,i}^c
\end{bmatrix} = \begin{bmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{bmatrix},
\]

With simple mathematical calculation, we can obtain all the leading principal minors of \( H \), as

\[
\Delta_1 = H_{11} = \frac{2 C_j W_j (f_{j,i}^2 + C_j W_j)^2}{f_{j,i}^2 (f_{j,i}^2 + C_j W_j)^2} > 0,
\]

\[
\Delta_2 = H_{12} = H_{22} > 0,
\]

According to linear algebra theory, \( H \) is positive-definite based on the fact that all its leading principal minors are positive. As a result, \( f_{j,i}^{\text{comp}} \) is convex on both \( f_{j,i}^c \) and \( f_{j,i}^c \). Furthermore, the objective function of \( P_4 \), i.e., \( \sum_{j=1}^J \sum_{i=1}^I \beta_j t_{j,i}^{\text{comp}} \) is the weighted summation of a series of convex functions, therefore it is also convex [44]. To sum up, \( P_4 \) is a classical convex optimization problem.
Appendix E

Proof of Theorem 3

The partial Lagrange function for $P_4$ can be defined as

$$L = \sum_{j=1}^{J} \sum_{i=1}^{I_j} \beta_{j,i} f_{j,i} + \sum_{j=1}^{J} \mu_j \left( \sum_{i=1}^{I_j} f_{j,i}^c - f_{j,i}^c \right) + \theta \left( \sum_{j=1}^{J} \sum_{i=1}^{I_j} f_{j,i}^c - F_c \right),$$

where $\theta \geq 0$ and $\mu_j \geq 0$, $\forall j \in J$ are the Lagrange multipliers associated with constraints (7c) and (7d), respectively. Let \{\(f_{j,i}^c\), \(f_{j,i}^e\)\} be the optimal solution to $P_4$. Due to the fact that the edge computation resource $f_{j,i}^e$ and the cloud computation resource $f_{j,i}^c$ are both non-negative, we can derive the following necessary and sufficient conditions, as

$$\frac{\partial L}{\partial f_{j,i}^e} = -\beta_{j,i} L_{j,i} f_{j,i}^e f_{j,i}^c C_{j,i} \left( \frac{f_{j,i}^e + C_{j,i} W_j}{f_{j,i}^e + C_{j,i} W_j} \right)^2$$

$$+ \mu_j \left\{ \begin{array}{ll} 0, & f_{j,i}^e = 0, \\ \geq 0, & f_{j,i}^e > 0, \end{array} \right.$$ (31)

$$\frac{\partial L}{\partial f_{j,i}^c} = -\beta_{j,i} L_{j,i} f_{j,i}^c C_{j,i} \left( f_{j,i}^c + C_{j,i} W_j \right)^2$$

$$+ \mu_j \left\{ \begin{array}{ll} 0, & f_{j,i}^c = 0, \\ \geq 0, & f_{j,i}^c > 0, \end{array} \right.$$ (32)

Therefore, inserting (37) and (38) into both (34) and (35), we can derive the optimal Lagrange multipliers

$$f_{j,i}^{e*} = \left\{ \begin{array}{ll} \left( \sqrt{\frac{\mu_j^*}{\theta^*}} - 1 \right) C_{j,i} W_j, & \forall j \notin K, \\ 0, & \forall j \in K. \end{array} \right.$$ (33)

$$f_{j,i}^{c*} = \left\{ \begin{array}{ll} \left( \sqrt{\frac{\mu_j^*}{\theta^*}} - 1 \right) C_{j,i} W_j, & \forall j \notin K, \\ 0, & \forall j \in K. \end{array} \right.$$ (34)

Based on the above conditions, we can obtain the optimal computation resource allocation policy, as

$$\begin{align*}
& f_{j,i}^{e*} = \left( \sqrt{\frac{\beta_{j,i} L_{j,i} C_{j,i} \mu_j^*}{\mu_j^*}} - 1 \right) C_{j,i} W_j, \\
& f_{j,i}^{c*} = \left( \sqrt{\frac{\beta_{j,i} L_{j,i} C_{j,i} \mu_j^*}{\mu_j^*}} - 1 \right) C_{j,i} W_j,
\end{align*}$$

This ends the proof.

Appendix F

Proof of Corollary 1

To prove Corollary 1, we shall first define some auxiliary variables, as

- Define a set $K \subset J$, which contains all edge nodes whose tasks are processed at the MEC servers only, without offloading to the cloud server.
- Define $J$ subsets $D_j$, $\forall j \in J$. Each subset $D_j$ contains the mobile devices connected with the $j$-th edge node, whose tasks are all offloaded to the cloud server, without processing at the edge node. It should be noted that for all $k \in K$, the corresponding set $D_k = \emptyset$.

After that, we can prove Corollary 1 as follows. By combining Theorem 3 with the above definitions, we can rewrite the optimal computation resource allocation policy as

$$\begin{align*}
& f_{j,i}^{e*} = \frac{\beta_{j,i} L_{j,i} C_{j,i}}{\mu_j^*} \left( 1 - \sqrt{\frac{\theta^*}{\mu_j^*}} \right) C_{j,i} W_j, \\
& \forall i \notin D_j, j \in J, \\
& \forall i \in D_j, j \in J, \\
& f_{j,i}^{c*} = \left( \sqrt{\frac{\mu_j^*}{\theta^*}} - 1 \right) C_{j,i} W_j, \\
& \forall j \notin K, \\
& \forall j \in K.
\end{align*}$$ (36)

This ends the proof.

References


This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVT.2019.2904244, IEEE Transactions on Vehicular Technology.
Jinke Ren received the B.S.E degree in information engineering from Zhejiang University, Hangzhou, China, in 2017. He is currently working toward the Ph.D degree with the College of Information Science and Electronic Engineering, Zhejiang University, Hangzhou, China. His current research interests mainly include machine learning and mobile edge computing.

Guanding Yu (S’05–M’07–SM’13) received the B.E. and Ph.D. degrees in communication engineering from Zhejiang University, Hangzhou, China, in 2001 and 2006, respectively. He joined Zhejiang University in 2006, and is now a Full Professor with the College of Information and Electronic Engineering. From 2013 to 2015, he was also a Visiting Professor at the School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA, USA. His research interests include 5G communications and networks, mobile edge computing, and machine learning for wireless networks.

Dr. Yu has served as a guest editor of IEEE Communications Magazine special issue on Full-Duplex Communications, an editor of IEEE Journal on Selected Areas in Communications Series on Green Communications and Networking, and a lead guest editor of IEEE Wireless Communications Magazine special issue on LTE in Unlicensed Spectrum, and an Editor of IEEE Access. He is now serving as an editor of IEEE Transactions on Green Communications and Networking, and an editor of IEEE Wireless Communications Letters. He received the 2016 IEEE ComSoc Asia-Pacific Outstanding Young Researcher Award. He regularly sits on the technical program committee (TPC) boards of prominent IEEE conferences such as ICC, GLOBECOM, and VTC. He also serves as a Symposium Co-Chair for IEEE Globecom 2019 and a Track Chair for IEEE VTC 2019 Fall.

Yinghui He received the B.S.E. degree in information engineering from Zhejiang University, Hangzhou, China, in 2018. He is currently pursuing the master’s degree with the College of Information Science and Electronic Engineering, Zhejiang University. His research interests mainly include mobile edge computing and device-to-device communications.

Geoffrey Ye Li (S’93-M’15-SM’97-F’06) received the B.S.E. and M.S.E. degrees from the Department of Wireless Engineering, Nanjing Institute of Technology, Nanjing, China, in 1983 and 1986, respectively, and the Ph.D. degree from the Department of Electrical Engineering, Auburn University, Auburn, AL, USA, in 1994.

He was a Teaching Assistant and then a Lecturer with Southeast University, Nanjing, China, from 1986 to 1991, a Research and Teaching Assistant with Auburn University, from 1991 to 1994, and a Post-Doctoral Research Associate with the University of Maryland at College Park, College Park, MD, USA, from 1994 to 1996. He was with AT&T Labs-Research, Red Bank, NJ, USA, as a Senior and then a Principal Technical Staff Member from 1996 to 2000. Since 2000, he has been with the School of Electrical and Computer Engineering, Georgia Institute of Technology, as an Associate Professor and then a Full Professor.

His general research interests include statistical signal processing and machine learning for wireless communications. In these areas, he has published over 500 journal and conference papers in addition to over 40 granted patents. His publications have been cited over 35,000 times and he has been recognized as the world’s Most Influential Scientific Mind, also known as a Highly-Cited Researcher, by Thomson Reuters almost every year. He was awarded IEEE Fellow for his contributions to signal processing for wireless communications in 2005. He won 2010 IEEE ComSoc Stephen O. Rice Prize Paper Award, 2013 IEEE VTS James Evans Avant Garde Award, 2014 IEEE VTS Jack Neubauer Memorial Award, 2017 IEEE ComSoc Award for Advances in Communication, and 2017 IEEE SPS Donald G. Fink Overview Paper Award. He also received 2015 Distinguished Faculty Achievement Award from the School of Electrical and Computer Engineering, Georgia Tech. He has been involved in editorial activities for over 20 technical journals for the IEEE, including founding Editor-in-Chief of IEEE 5G Tech Focus. He has organized and chaired many international conferences, including technical program vice-chair of IEEE ICC’03, technical program co-chair of IEEE SPAWC’11, general chair of IEEE GlobalSIP’14, technical program co-chair of IEEE VTC’16 (Spring), and general co-chair of IEEE VTC’19 (Fall).

He also received 2015 Distinguished Faculty Achievement Award from the School of Electrical and Computer Engineering, Georgia Tech. He has been involved in editorial activities for over 20 technical journals for the IEEE, including founding Editor-in-Chief of IEEE 5G Tech Focus. He has organized and chaired many international conferences, including technical program vice-chair of IEEE ICC’03, technical program co-chair of IEEE SPAWC’11, general chair of IEEE GlobalSIP’14, technical program co-chair of IEEE VTC’16 (Spring), and general co-chair of IEEE VTC’19 (Fall).